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Finetuning is a common deep learning 
technique  for adapting a pretrained model
to a new, related tasks.
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1. Background

3. Proposed method  < BVG-LS: Bias-Variance Guided Layer Selection >
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2. Which layers should we finetune?

(A) Tuning all layers (B) Tuning last few layers (C) Tuning only last layer

Full finetuning Partial finetuning Linear probing

(Test error rate)

Task

Method

• Performance strongly depends on the choice of tuning layers.
• Which layers should be tuned depends on the target task.

To propose a simple finetuning strategy that is independent of the target 
task by identifying the layers that should be tuned based on some score.
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We focus on bias-variance ratio of minibatch gradients
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In each iteration, we update only the layer with the highest value 

of  bias-variance ratio 𝑟(𝑙,𝑡).
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4. Evaluation

◼ BVG-LS outperforms the best performance of typical finetuning on 6/7 dataset.
◼ BVG-LS significantly outperforms full finetuning  on all 7/7 datasets, although both methods do update all layers in the end.

• Pretrained model: WideResNet-50-2, on ImageNet
• We finetuned pretrained model on 7 small dataset 

Setting L1 L2 L3 L4 L5 L6

A) Test error rate B) Test loss (SUN) C) Layer selection frequencies

◼ Despite fewer updates per layer, BVG-LS undergoes faster loss descent and achieves smaller test loss than full finetuning .

◼ The last  layer undergoes dominant updates in early stage.
◼ Surprisingly, the selection frequency of the input layer is quite high (roughly, the second highest).

* WRN-50-2 consists of six layers: 

A)  

B)  

C)  
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